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Abstract

Next-generation telescopes will bring groundbreaking discoveries but they will also present new technological challenges. The
Square Kilometre Array Observatory (SKAO) will be one of the most demanding scientific infrastructures, with a projected data
output of 700 PB per year to be distributed to a network of SKA Regional Centres. Current tools are not fully suited to manage
such massive data volumes, therefore, new research is required to transform science archives from data providers into service
providers. In this paper we examine how a science archive can deliver advanced visualisation capabilities for the SKA science
archive. In particular, we have conducted a thorough exploration of existing visualisation software for astronomy and other fields
to identify tools capable of addressing Big Data requirements. Using selected technologies, we have developed a prototype archive
that provides access to interactive visualisations of 3D radio data through web-based interfaces, adhering to International Virtual
Observatory Alliance (IVOA) recommendations to favour interoperability and Open Science practices. In addition, we discuss how
current IVOA recommendations support these visualisation capabilities and how they could be expanded. Our prototype archive
includes a service to generate 3D models on the fly as a server operation, enabling remote visualisations in a flexible manner;
for instance, a set of parameters can be used to customise the models and their visualisation. We have used SKA precursor and
pathfinder data to test its usability and scalability, concluding that remote visualisation is a viable solution for handling high-volume
data. However, our prototype is constrained by memory limitations, requiring techniques to reduce memory usage.
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1. Introduction

The amount of available astrophysical data has been steadily
increasing in recent years due to the construction of new tele-
scopes. This trend is expected to continue in the future and
will further escalate with the creation of next-generation ob-
servatories. Among these, the Square Kilometre Array Obser-
vatory1 (SKAO) stands out for the vast quantity and complex-
ity of data it will produce. SKAO has begun the construction
of two radio interferometers at two sites (SKA Observatory,
2021): one in Western Australia (SKA-Low) and another in
the Karoo region of South Africa (SKA-Mid). SKA-Low will
consist of 131,072 log-periodic antennas divided into 512 sta-
tions, with a maximum baseline of 74 km, observing at a fre-
quency range of 50 − 350 MHz. SKA-Mid will consist of 197

1https://www.skao.int/en
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steerable dishes, including those of the MeerKAT telescope2

(Jonas and MeerKAT Team, 2016), with a maximum baseline
of 150 km, observing in a frequency range between 350 MHz
and 15.4 GHz. The SKA-Low array will transfer an average
of 9 TB/s of data to the Science Processing Centre (SPC) in
Perth while SKA-Mid will transfer approximately 20 TB/s to
the SPC in Cape Town, where two supercomputers are located,
one at each SPC. At these centres, the Central Signal Proces-
sors (CSPs) will correlate or condition the signals; however, it
will not be possible to store all this information. For this rea-
son, the Science Data Processors (SDPs) will process the data,
flagging and calibrating them to create images, and delete the
visibilities. The size of these images is expected to be up to
several TB; SKAO will deliver approximately 700 PB per year
of calibrated data to the SKA Regional Centre (SRC) comput-
ing facilities. The SRCs will provide the scientific community
with access to SKAO data and the necessary processing and
storage resources for their scientific exploitation. International
SRC initiatives are collaborating with SKAO to build a network
of SKA Regional Centres (SRCNet; SKA Observatory, 2022),
a collaborative and interoperable platform where data will be
distributed, allowing users to access and analyse it regardless
of their location (Bolton et al., 2023).

Downloading and processing data on desktop computers will
be unfeasible due to their limited memory compared to the size
of SKAO data. The SRCNet will provide access to data, com-
putational and storage resources, tools, and scientific support
to analyse and exploit SKA data. One of its main challenges
lies in conducting data processing, analysis, and visualisation
remotely within a distributed computing infrastructure. To ap-
proach this challenge, the software stack, defined for a node in
the first version of the SRCNet, includes (see Salgado et al.,
2024) common data-related services (implemented by the tool
RUCIO3), local data parsing services, containerised visualisa-
tion tools, an interactive analysis interface (based on Jupyter-
Hub), monitoring services, a science platform gateway (based
on ESAP; Swinbank et al., 2022), and a science platform (based
on CANFAR; Gaudet et al., 2010).

The SRCNet will embrace the application of Open Science
and FAIR principles (Findability, Accessibility, Interoperabil-
ity, and Reusability; Wilkinson et al., 2016; Chue Hong et al.,
2022), which are founding principles of SKAO (SKA Obser-
vatory, 2021). These principles are a collection of guidelines
on how to publish scientific resources (from raw or processed
data to software tools and workflows) relying on computational
systems, as it will be required by the high volume of data from
next-generation observatories. Those principles have been de-
vised to make science transparent and collaborative, this way
reducing inequality and boosting productivity and research vis-
ibility, especially for developing countries. The problems of
findability and reusability can be tackled by integrating pro-
cessing, analysis and visualisation services in virtual research
environments. These federated environments require being in-

2https://www.sarao.ac.za/gallery/meerkat/
3https://rucio.github.io/documentation/started/concepts/

rucio_storage_element/

teroperable in order to work with data of different types, also
needing applications and workflows. The Virtual Observatory
(VO) community is already addressing these challenges (Moli-
naro et al., 2020) by developing standards that facilitate data
and software interoperability.

The VO is a platform or system where astronomical data can
be shared, accessed, analysed and visualised. It works as a
link between different projects and provides a framework for
data centres to supply services. The standards to maintain, im-
prove, and enable the VO are set by the International Virtual
Observatory Alliance4 (IVOA). Many widely used services in
astronomy follow these standards, significantly enhancing their
capabilities. In particular, interoperability is achieved directly
through the definition and implementation of these standards.
Some examples are the Simple Spectral Access (SSA; Tody
et al., 2012) and the Table Access Protocol (TAP; Dowler et al.,
2019) for spectral data and table access, respectively, or the
Astronomical Data Query Language (ADQL; Mantelet et al.,
2023), a grammar used to make queries for astronomical data.
Other examples will be discussed in Sec. 3.

One of the data products of radio observations are spectral
datacubes, which provide both spatial (on the celestial plane)
and spectral information about the objects of study; hence,
these data products are three-dimensional (3D). For spectral
line data, the wavelength or frequency can be converted to line-
of-sight velocity by estimating the Doppler shift. Historically,
spectral cubes were predominantly used in radio astronomy;
however, Integral Field Units (IFUs) are producing an increas-
ing amount of 3D data in the optical (e.g., MUSE; Bacon et al.,
2010 and CALIFA; Sánchez et al., 2012), infrared (NIRSpec;
Böker et al., 2022), and with forthcoming experiments in X-
rays (Barret et al., 2018). To effectively analyse datacubes, 3D
visualisation techniques are highly valuable, capitalising on the
human ability for pattern recognition (Hassan and Fluke, 2011).

A classical example is the emission line of neutral hydro-
gen (HI or 21cm line), which can be observed at radio wave-
lengths and is fundamental for the study of galactic evolution.
It is extremely sensitive to galaxy interactions and serves as an
excellent kinematics tracer. In particular, we have focused on
Hickson Compact Groups (HCGs; Hickson, 1982). HCGs are
small, isolated groups of galaxies characterised by a high sur-
face density and low velocity dispersion. As a result, mergers
and strong interactions are common in these groups, making
them an ideal environment for the study of galaxy evolution.
The HI emission from galaxies in compact groups is often en-
tangled, creating features such as tails and clumps. 3D visuali-
sation techniques are powerful tools for extracting information
about the dynamics of the gas; therefore, these HI datacubes are
ideal to demonstrate the advantages of 3D rendering software.
For example, HCG16, shown in Figure 1, presents these fea-
tures, but, even though 2D images can give some information,
interactive 3D visualisation techniques are required to perform
a complete analysis. In this case, iso-surfaces can be useful,
for example, to highlight tails, clumps, or bridges, to separate
intra-group gas from disk gas, or to identify disturbed galaxies.

4https://ivoa.net/
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Figure 1: Iso-surface visualisation of HI in HCG16. Blue markers represent
group galaxies. The gas shows features caused by the interaction between
galaxies, such as the tail between the core of the group and NCG848, and the
hook going back. 3D visualisation techniques are used to gain more insight into
the dynamics of the gas.

In fact, 3D visualisation techniques are used in many diverse
fields. For example, in medical sciences for the analysis of pro-
tein structures (Lesne et al., 2020; Bouyssié et al., 2019), in con-
struction for risk management (Zou et al., 2019), in sensor data
analytics for advanced driver assistance systems (Voelsen et al.,
2021), or to create virtual worlds for gaming or the metaverse
(He et al., 2023). In the field of astrophysics, many advances
have been made in scientific visualisation (Lan et al., 2021), for
example, in virtual reality (Jarrett et al., 2024).

However, astronomers predominantly rely on 2D visualisa-
tion techniques, such as slicing (either in separate images or
video) or moment maps, to extract 3D information. This high-
lights the need to further develop 3D rendering tools specifi-
cally tailored to this field (Hassan and Fluke, 2011). The Hierar-
chical Progressive Survey (HiPS; Fernique et al., 2015), a tiling
scheme for storing and viewing 2D images at multiple resolu-
tions, has been adopted as an IVOA application standard (Fer-
nique et al., 2017). This standardisation enhances accessibility
and transparency, as demonstrated by services such as Aladin
(Bonnarel et al., 2000). The VO community is actively work-
ing on enhancing datacube visualisation with HiPS (Fernique,
2024) and Aladin has shown the capability to display slices of
a data cube in video mode. However, the lack of established
standards for 3D data visualisation is a significant challenge for
the implementation of advanced 3D techniques.

In this work, we have conducted a study of existing visuali-
sation software that could be used with astronomical datacubes
and made scalable to handle Big Data from observatories such
as SKAO. A solution to the challenge of 3D visualisation with
Big Data is the creation of 3D models remotely (Hassan and
Fluke, 2011), as this approach enables the use of large comput-
ing facilities to perform operations that would not be feasible
on a desktop computer. Our investigation is focused on the im-
plementation of this solution in a scientific archive following
IVOA standards. From this research, we have developed an
example archive, deployed within the prototype of the Span-

ish SRC5 (espSRC; Garrido et al., 2022), that transforms spec-
tral line datacubes on the fly into 3D models and renders them
through Representational State Transfer (REST) interfaces on
the Web. We discuss how IVOA recommendations could be ex-
panded to support this kind of visualisation capability, making
the results more accessible, transparent, and reproducible. The
purpose of this application is not to replace other visualisation
software but to complement it, enhancing our ability to under-
stand and analyse scientific phenomena.

This paper is structured as follows: Sec. 2 describes a selec-
tion of available technologies for visualisation whereas Sec. 3
outlines the 3D visualisation platform, including its integration
into the developed archive and a discussion on how IVOA rec-
ommendations support visualisation capabilities. Sec. 4 pro-
vides a description of the 3D models and the web application
created to deliver the visualisation service. The paper concludes
with a discussion on the efficiency of the service regarding scal-
ability (Sec. 5) and the conclusions (Sec. 6).

2. Visualisation technologies

This section summarises key features of selected technolo-
gies reviewed during our research. The purpose of the review
is to identify suitable technologies to develop new visualisation
techniques for astronomy, capable of scaling up to meet SKA
requirements. Understanding the strengths and limitations of
these technologies is crucial for this purpose. The study fo-
cuses on open-source or free software available to the commu-
nity for the visualisation of 3D data. It encompasses tools from
various fields, including astrophysics, engineering, medical sci-
ences, and gaming, which also require applications capable of
handling large datasets.

After an exploratory search, nine tools or technologies were
selected for a deeper review, summarised in Table 1. The eval-
uation criteria included scalability, the ability to interact with
the data (interactivity), 3D rendering capabilities, and integra-
tion into a web page. In the Web Support column of the table,
”Indirectly” indicates that the 3D models can be visualised on
a web page, but that they must be exported to a specific for-
mat and opened with a particular online viewer. The 3D ca-
pabilities column describes the ability to create different types
of 3D visualisations and their interactivity. Analysis capabili-
ties includes options such as computing moment maps, gener-
ating histograms, or creating masks. In the Scalability column,
”High” indicates that the technology is currently capable of
handling large datasets, ”Medium” signifies that it could man-
age them with external software and/or minor modifications,
and ”Low” denotes that fundamental modifications are neces-
sary to accommodate large datasets. The following paragraphs
describe some noteworthy tools identified during the review.

2.1. CARTA
The Cube Analysis and Rendering Tool for Astronomy6

(CARTA; Comrie et al., 2021) is a visualisation and analysis

5https://ska-spain.es/
6https://cartavis.org/
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Table 1: Characteristics of visualisation technologies

Technologies Type Web support 3D capabilities
Analysis

capabilities
Scalability Field

X3D/X3DOM Standard Yes High None Medium General

3D Slicer/

SlicerAstro
App Indirectly High High Medium

Medical/

Astronomy

ParaView App/Library Indirectly High Medium High
General/

Engineering

Blender/

FRELLED
App Indirectly High Medium Medium

Art/

Astronomy

Plotly Library Yes High None Medium General

VisIVO/Vialactea App No Medium Medium High Astronomy

CARTA App Yes Low High High Astronomy

Aladin App Yes Low Low High Astronomy

glTF Standard Yes High None Medium General

tool designed for radio data, focusing on the large file sizes (≳
TB) produced by modern telescopes. It is being developed as a
replacement for the CASA viewer (McMullin et al., 2007) and
is attracting many users due to its speed, efficiency, and scal-
ability. CARTA uses a client-server architecture and adopts a
new HDF5 schema for datacube visualisation (Comrie et al.,
2020).

Memory resources are usually more limited than storage re-
sources; therefore, CARTA creates HDF5 files that are larger
than FITS files but can be read faster and more efficiently.
The schema presents a hierarchical structure, storing data at
different resolutions as well as other information such as his-
tograms and statistics. This reduces the need to perform several
memory-intensive calculations on the fly. In addition, the server
does not need loading the entire cube due to a 2D tiling model,
making memory requirements almost independent of the cube
size. Besides visualisation, it also offers many features for anal-
ysis, such as spectral line querying, profile fitting, and a mo-
ment map generator.

On the other hand, it does not produce 3D visualisations, al-
though this is a feature that developers plan to add in future
releases, according to its roadmap. Furthermore, it does not
follow IVOA recommendations, making interoperability more
challenging.

2.2. VisIVO/Vialactea

VisIVO (Sciacca et al., 2015) encompasses a set of tools and
services designed for the VO, focusing on the visualisation and
exploration of multidimensional datasets. It includes a stand-
alone application, a server platform, and a web portal support-
ing the server. This client-server architecture is essential for
handling very large data volumes. It enables the visualisation
of 3D data using volume rendering, iso-surfaces, and slices, im-

plemented via the Visualisation Toolkit7 (VTK).
The Vialactea Visual Analytics Tool (Vitello et al., 2018) is

based on VisIVO and combines different types of visualisations
to perform a multi-wavelength analysis. It includes galactic
plane data managed by the ViaLactea Knowledge Base (Moli-
naro et al., 2016), which can be accessed remotely. Vialactea
can interactively visualise 3D data using iso-surfaces and com-
bine it with catalogues or 2D images from different surveys. In
addition, it can calculate moment maps, spectral energy distri-
butions, contours, and other data products.

2.3. 3D Slicer/SlicerAstro

3D Slicer8 is a visualisation and analysis application devel-
oped for medical sciences. It supports data up to 4D and can
create 3D models, including image segmentation, although the
standard application only supports a limited number of medical
data types. For other use cases, extensions can be created and
accessed through the 3D Slicer App Store. These extensions
include various medical use cases, virtual reality, and an exten-
sion for astrophysics called SlicerAstro9 (Punzo et al., 2017),
which focuses on the 21 cm line. As it is designed for this
specific purpose, it implements many useful features, such as
coupled 2D/3D visualisation, interactive filtering, masking, and
modelling. 3D Slicer is fully scriptable and can run in a Docker
container or in a Jupyter notebook.

However, SlicerAstro is no longer supported and is not in-
cluded in the latest versions of 3D Slicer. As a result, it may be
difficult to install on some devices, and important features, such
as cloud computing, might not be available.

7https://vtk.org/
8https://www.slicer.org/
9https://github.com/Punzo/SlicerAstro/wiki
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2.4. ParaView

Another tool outside the field of astronomy, ParaView10

(Ahrens et al., 2005), is widely used in material sciences, en-
gineering, and medical sciences, among other fields. It has a
client-server architecture that makes it highly scalable, although
it can also run locally. Its strength lies in its ability to handle
large datasets and its flexibility to work with any kind of data,
as it includes a scripting interface and uses the VTK engine.
In addition, it offers a wide range of analysis capabilities, with
more than 200 filters. However, ParaView is not designed for
astrophysics and does not include a built-in reader for FITS files
(Pence et al., 2010). As a result, many steps are required to pro-
duce a 3D model from astronomical data. Its interface is highly
complex and has a steep learning curve; however, this complex-
ity provides greater flexibility in representing data.

2.5. Plotly

A more basic library, Plotly11, can create interactive graphs
in an intuitive way in many programming languages. It sup-
ports a wide variety of plots, including interactive 3D plots, and
can export them to HTML with features such as animations and
buttons. It is widely used; for example, CARTA incorporates it
as a third-party library. Iso-surface visualisations of radio dat-
acubes can be generated with just a few lines of code, but the
resulting files are extremely large, far exceeding the size of the
original data.

2.6. Blender/FRELLED

Blender12 is a powerful computer graphics software widely
used for animations, visual effects, and motion graphics. Al-
though it is primarily designed for artistic purposes and does
not natively support astronomy standards, it can still be very
useful for processing and visualising data. The FITS Realtime
Explorer of Low Latency in Every Dimension13 (FRELLED;
Taylor, 2015) is a FITS viewer implemented in Blender. It
creates an interactive 3D view of the data and, since it was
designed for spectral lines, provides several tools for source
extraction and analysis, including querying compact sources,
masking, and generating contours.

2.7. X3D/The X3D-pathway

Extensible 3D14 (X3DTM) is a royalty-free and open ISO/IEC
standard (since 2004) for modelling, viewing, and printing in-
teractive 3D data, developed and maintained by the Web3D
Consortium. X3D’s longevity ensures long-term stability,
reusability, and backwards compatibility. It can store models in
various formats, such as XML, JSON, and Compressed Binary
Encoding, and is accessible across multiple platforms. X3D

10https://www.paraview.org/
11https://plotly.com/
12https://www.blender.org/
13http://www.rhysy.net/Code/Software/FRELLED/
14https://www.web3d.org

is easily integrated into web browsers with X3DOM15 to en-
able interactive 3D rendering, with additional interactive fea-
tures possible through JavaScript (JS).

The X3D-pathway (Vogt et al., 2016) is an approach that
leverages these frameworks to visualise datacubes across dif-
ferent wavelengths. It has already been utilised by Vogt et al.
(2017) with optical data and by Jones et al. (2019) and Na-
mumba et al. (2021) with HI data. This approach creates X3D
models using the Python library MayaVi16 and provides a tem-
plate HTML file to represent them with interactive options.

2.8. glTF
The Graphics Library Transmission Format17 (glTF) is a

royalty-free standard for 3D scenes and models. It was re-
leased as an ISO/IEC standard in 2022 and is maintained by
the Khronos Group, representing a similar approach to X3D. It
stores data primarily in JSON or binary format and has become
increasingly popular in recent years due to its efficiency. glTF
models are supported by a variety of visualisation tools and can
be integrated into web pages using various third-party libraries.

2.9. Aladin
Aladin (Bonnarel et al., 2000) is a desktop or web-based tool

that includes, among other features, the capability to access
and use HiPS services to display multi-wavelength images from
various databases at different resolutions. Aladin is compliant
with IVOA standards and is interconnected to other visualisa-
tion or analysis tools. In addition to displaying 2D images, it
also allows users to view 3D datacubes as slices or as a video,
and to superimpose information from catalogues or archives
such as Simbad and VizieR.

2.10. Overview of selected technologies
Many methods and technologies exist to visualise multidi-

mensional data, ranging from slicing to full volume render-
ing, and utilising desktop applications, scripting, or web-based
tools. This study has highlighted several limitations in the re-
viewed technologies, which include: 1) lack of 3D rendering
capabilities, 2) insufficient interactivity to extract valuable in-
formation from the data, 3) limited scalability for Big Data,
4) lack of interoperability, and 5) accessibility challenges (e.g.
difficulty with installation or sharing models). For this reason,
we have developed a new tool that addresses these drawbacks.
Nevertheless, our tool does not incorporate many capabilities
found in other reviewed software, making them complemen-
tary.

Considering the specific requirements of a scientific archive,
we have prioritised tools that can be integrated into web pages.
Since there are already strong tools for analysis, we have fo-
cused more on producing visualisations with alternative inter-
active options, such as hiding or showing surfaces and adding
markers. In addition, stability and compatibility with various

15https://www.x3dom.org/
16https://docs.enthought.com/mayavi/mayavi/
17https://www.khronos.org/gltf/
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open-source software are advantageous for applications in as-
trophysics. Among all the technologies examined, we have
identified X3D and the X3D-pathway as the most suitable to
fulfil these requirements. A detailed explanation is provided in
Sec. 4, which also includes a full description of the method
used to generate 3D models with X3D.

3. 3D visualisation platform

The scientific process with SKAO observations will predomi-
nantly be conducted on a distributed and federated platform due
to the large scale of data it will produce. This requires scientific
archives to evolve from being solely data providers to becoming
data and service providers. Current 3D visualisation technolo-
gies are unable to handle SKA-scale data, implying that new
tools must be integrated into scientific archives to enable effec-
tive analysis of astrophysical phenomena.

As explained in Sec. 2, next-generation spectral cube visu-
alisation software must produce interactive 3D renderings for
large datasets, be capable of managing such datasets, and re-
main accessible to users even with limited computational re-
sources. Reviewed technologies do not fully meet these re-
quirements; therefore, we have developed a new method that
addresses these criteria.

Visualisations are generated on a remote server to tackle the
scalability issue, and, to improve accessibility, they are deliv-
ered to users through a scientific archive. Integration with the
web enhances accessibility while providing interactive capa-
bilities. This section describes the deployment of the science
archive (Sec. 3.1), the integration of a visualisation service
within the archive (Sec. 3.2), and the architecture of the sys-
tem (Sec. 3.3).

3.1. Scientific archive

We have deployed the Data Center Helper Suite18 (DaCHS;
Demleitner et al., 2014) on the espSRC scientific platform to
create a scientific archive. DaCHS is an integrated package de-
signed to facilitate the publication of astronomical data and ser-
vices to the VO and the Web. It supports the entire workflow,
from data ingestion to service definition. DaCHS adheres to
all major IVOA protocols and recommendations, covering as-
pects such as data discovery, data access, and registry. It can
publish catalogues, spectra, images, or multidimensional dat-
acubes, in addition to services that enable queries, link addi-
tional resources, or process data. DaCHS archives are created
by writing what are called resource descriptors, which contain
information about available services.

Our 3D visualisation service (explained in Sec. 4) has been
implemented in a custom-made DaCHS archive, ensuring com-
pliance with various IVOA standards to make it accessible and
interoperable. However, additional development is required to
fully integrate a visualisation service within the VO.

18https://docs.g-vo.org/DaCHS/

3.2. Visualisation service within the VO

Key IVOA standards for our research are described below, al-
though most standards are interconnected and, therefore, some
cannot be used independently. The IVOA Support Interfaces
(VOSI; Graham et al., 2017) document describes the minimum
characteristics a web service needs to be part of the VO, fo-
cusing on metadata, while the Data Access Layer Interface
(DALI; Dowler et al., 2017) defines resources, parameters, and
responses common to all Data Access Layer (DAL) web ser-
vices. VOSI-capabilities are required by every DAL service and
consist of an XML document that describes a given service.

The ObsCore Data Model (Louys et al., 2017) includes key
parameters to discover data from astronomical observations. It
is used by the Simple Image Access protocol (SIA; Dowler
et al., 2015) to provide access to multidimensional images and
by ObsTAP (Louys et al., 2017) to enable more flexible access
to tables. Datalink (Bonnarel et al., 2023) works with data ac-
cess protocols to provide access to additional resources con-
nected to the data. The Server-side Operations for Data Access
(SODA; Bonnarel et al., 2017) defines a REST web service to
perform server-side operations and access resulting data.

DAL services can be incorporated into the IVOA architecture
in various ways. Our visualisation service is related to DAL
services, although it has certain characteristics that make it dif-
ferent (explained in detail in Sec. 3.2.4). Several approaches
to incorporate custom DAL services into the VO are discussed
in Secs. 3.2.1, 3.2.2, and 3.2.3, highlighting how users can ac-
cess these services. These alternatives have been explored by
the authors within the framework of SRCNet development.

3.2.1. VOSI-capabilities
The IVOA Registry (Dower et al., 2018) provides descrip-

tions of data and services (including potential visualisation ser-
vices) and facilitates the discovery and selection of relevant
resources for specific science cases. A visualisation service
supporting VOSI-capabilities could be included in the Registry
and accessed by providing suitable identifiers. However, this
is not the expected usage strategy because it requires 1) the
user to have prior knowledge of proper identifiers, which is not
straightforward, and 2) expanding the definitions of elements
already present in the standard, which contradicts the recom-
mended approach of simplifying these elements (Demleitner
and Harrison, 2019). Furthermore, this method does not al-
low the implementation of the visualisation service in a science
archive without relying on other IVOA recommendations de-
signed for this purpose, as illustrated in the following examples.

3.2.2. SIA data discovery
SIA is used to discover multidimensional data. Query re-

sponses are ObsCore tables that contain metadata and refer-
ences to the dataset. These tables can include a standard
Datalink resource that details service parameters, known as a
service descriptor, which is provided through a URL.

The service descriptor is an optional resource in the SIA rec-
ommendation, but this parameter could be used to provide a
visualisation service, noting that it represents a valid solution if
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Figure 2: Simplified flow diagram illustrating the process of creating remote
visualisations within a scientific archive using DaCHS.

it is the only feature to be linked to the dataset. The ObsCore ta-
ble can provide metadata to determine values for some service
parameters, such as the coordinates and bounds of the image,
but not for all parameters in some cases. Typically, for each
service, there will be a single, general service descriptor that
can be used with multiple data identifiers. This option can be
incorporated into an archive; however, the input parameters for
the service are not explicitly described in the response, delegat-
ing the responsibility on the user to locate them through other
mechanisms, such as consulting the service documentation. In
addition, it does not allow linking additional resources to the
dataset.

3.2.3. Datalink
This is the alternative that we have chosen, which also in-

volves data discovery responses. It is illustrated in Figure 2 as
a flow diagram. In addition to the service descriptor mentioned
above, SIA requests can return another feature of Datalink,
which is a document containing various static links or dynamic
pointers to service descriptors. These service descriptors can
include a visualisation service, IVOA services, and/or others.
In this case, valid values should be provided for the required
parameters of the service, rather than requiring the user to de-
termine them as in the previous case. This approach allows
the visualisation service to be accessed directly from Datalink,
which can, in turn, be accessed from an archive. Figure 3 shows
an example of the REST interface including the visualisation
service, where the user can input parameters to customise visu-
alisations.

3.2.4. Standardisation of visualisation services
Having standards for services focused on server-side pro-

cessing is essential for future infrastructures like the SRCNet,
as they enhance the implementation, accessibility, and interop-
erability of services. SODA is the IVOA standard for server-
side processing and must include certain resources: at least
one of {sync} or {async} resources conforming to the DALI de-
scription, VOSI-capabilities, and VOSI-availability. In addi-
tion, SODA prescribes a number of standard parameters (e.g.,
id, pos, circle, etc.), which, along with other custom parameters
that can be implemented, must adhere to DALI specifications.
The main use case of SODA is to retrieve cutouts from images
or spectra; however, Bonnarel et al. (2017) explain that SODA
has been devised to provide access to data and server-side pro-
cessing. Therefore, it could be inferred that a service supporting

Figure 3: Our deployment of the 3D visualisation service as a REST interface
is accessed from a DaCHS archive via Datalink. The service provides options
to input parameters, such as coordinates, as well as others not displayed in the
figure. X3D models and the custom web application are generated remotely
and automatically through this web service.

this standard could also be used to create visualisations. On the
other hand, the fact that SODA is located within the data access
layer of the IVOA architecture suggests that its authors intended
it to provide access only to data. However, apart from this, the
technical document does not impose any explicit limitation on
the SODA response. This implies that, theoretically, a SODA
service could provide access not only to FITS files but also to
operations or applications.

An approach for our service to conform to SODA would be
to decouple the processing operation from the application. The
service would return only the X3D file and the visualisation
would be provided by a separate software. As a result, the ser-
vice would solely transfer data (in alignment with the intent of
the IVOA recommendation), and the visualisation, along with
its interactive features, would be delivered by a third-party ap-
plication. At the time of writing, this option is being tested
by the espSRC team in collaboration with SKAO and SRCNet
teams.

Future computing infrastructures will need to provide
server-side operations and applications capable of processing,
analysing, and visualising data due to the large size of the
datasets. Standardisation is fundamental to maintain interop-
erability between services provided by new facilities. We have
identified two potential approaches to standardise services that
grant access to applications or operations. First, SODA could
be adapted to explicitly state its validity for this purpose, as it
already includes several common characteristics. In the context
of science platforms, operations and applications can be con-
sidered a type of data. By adopting this broader interpretation
of data, an application could theoretically be served using the
current version of SODA (1.0). This adaptation could involve,
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for example, adding a use case to the existing recommendation.
Second, a new standard could be developed to implement these
services, such as Server-side Operations for Processing Access
(SOPA). This approach is also reasonable, as operations and
applications are inherently more complex than traditional data
formats such as images or spectra.

Although service descriptors and IVOA standards such as
UWS are already contributing to partially addressing this prob-
lem, SOPA could define a high-level specification for the dis-
covery and access of operations not necessarily exposed as web
services. This standardisation would focus on minimising the
transfer of large data volumes and facilitating not only access
to applications but also the movement of software to the data.
For this reason, we envisage that some of the mandatory pa-
rameters SOPA would require include: the type of operation
to perform on the data (e.g., visualisation, source extraction,
application of machine learning techniques, changing resolu-
tion, removing noise, etc.), the input data type (e.g., datacubes,
images, time series, or any existing IVOA data type), and the
output data type (the data types resulting from this operation).
As an example, other optional parameters could specify which
science platform exposes the operation, whether the operation
can only be executed on that platform, or if it can be transferred
to another science platform.

We envisage that SOPA could also define some key param-
eters for its output, e.g., a reference to the science platform
hosting the operation and its operation ID, input parameters
required to invoke the operation (making use of other IVOA
standards such as UCD descriptors), or information on how to
access the operation (e.g., through containers, virtual machines
(VM), service descriptors, or any other technology enabling the
exposure of operations on data).

We have developed a proof of concept by modifying the stan-
dard implementation of SODA in DaCHS to enable access to
applications. Nevertheless, both approaches appear valid to
standardise services that provide either operations or access to
applications. It is important to emphasise that any standardisa-
tion—whether by expanding the scope of SODA or by creating
a new standard—would require consensus from the IVOA com-
munity.

3.3. System architecture
The prototype of the Spanish node of the SRCNet, called

espSRC, is being developed at the Instituto de Astrofı́sica de
Andalucı́a (IAA-CSIC). It includes a cloud computing infras-
tructure that provides support for scientist working with SKA
precursors and pathfinders, for SKAO Data Challenges and for
training activities such as the IAA-CSIC Severo Ochoa SKA
Open Science School (2023).

The espSRC hosts, at the time of writing, an OpenStack
cloud computing platform equipped with 240 physical cores,
2.9 TB of RAM, 1.7 PB of raw storage managed by Ceph, and
provides computing and storage resources and services for var-
ious scientific projects. In terms of connectivity, the computa-
tion and storage components are interconnected via a 100 Gbps
network, and the cluster features a 10 Gbps connection to the
internet. Regarding storage management, the read/write ratio is

optimised using solid-state drives (SSDs), enabling operations
directly on the server before data transfer.

DaCHS has been deployed on a VM instantiated within the
espSRC platform, equipped with 4 CPU cores and 8 GB of
RAM. Additionally, for storage, the VM is configured with a
distributed block storage unit providing a total of 500 GB dedi-
cated to data management operations with the DaCHS service.
In terms of connectivity and networking, the VM is accessible
through internet via an entry point connected to the service pro-
vided by DaCHS.

The system architecture, as depicted in Figure 4, comprises
multiple tiers of resources, including computing, storage, and
networking. At the base of the diagram is the espSRC storage
system, upon which all cloud services are mounted. These ser-
vices range from the provisioning of VMs to services for the
distribution and management of data within a RUCIO datalake,
as well as individual services for VMs and more complex ser-
vices for interactive data analysis and batch processing within
a Slurm19 cluster. The upper layers incorporate authentication
services, alongside access to VM services and other data anal-
ysis services, including specific components for VO data ac-
cess, visualisation, and scientific archive access. These devel-
opments are partly conducted by the teams participating in the
SRCNet prototyping and development phases.

In its current configuration, operations like data transforma-
tion into 3D models are conducted within the VM. However,
transitioning to more flexible computation environments like
platforms based on containers (e.g., Kubernetes20 clusters) or
other platforms that use scheduling systems and workload man-
agers (e.g., Slurm), could lead to significant improvements in
scalability, availability, and fault tolerance. This shift enables
the dynamic allocation of hardware resources based on service
demand, ensuring optimal performance even during peak usage
periods. Indeed, the espSRC can support Slurm for certain dis-
tributed computing processes and dynamically adjust resources
based on specific process needs. Moreover, the ongoing mi-
gration of visualisation software to containers underscores the
technical evolution underway, although this particular upgrade
is out of the scope of this article.

The architecture has been adapted to enable data access (e.g.
images, catalogues, spectra) via DAL protocols, as well as to
support more advanced operations that allow remote process-
ing without requiring data downloads, as exemplified by the vi-
sualisation service. The procedure implemented by the service
involves transforming spectral datacubes into 3D models and
creating an application to visualise them, as detailed in Sec. 4.

4. 3D modelling and visualisation

Proper examination and analysis of spectral datacubes re-
quire 3D visualisation techniques in many scientific cases.
However, 3D tools are less developed than their 2D counter-
parts due to 3D data being historically less common and to

19https://slurm.schedmd.com/overview.html
20https://kubernetes.io/docs/concepts/overview/
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Figure 4: Architecture of the espSRC as a federated infrastructure. Cloud services such as VM, Slurm clusters or data analysis services are deployed on top of the
cloud storage system. Upper layers include authentication services or a science archive.

the additional complexity of rendering 3D models, highlight-
ing the need for further research in this field. Volume render-
ing is the most straightforward technique to represent 3D data
and is used by many tools. This method assigns colour and
opacity values to every voxel and creates a 2D projection of the
3D dataset, based on a viewpoint relative to the volume. An-
other approach is surface rendering, which involves extracting
iso-surfaces (surfaces with uniform intensity) and representing
them using polygon meshes. Polygon meshes consist of ver-
tices and edges that form polygonal faces, typically triangles,
which collectively define the surface of 3D objects. In gen-
eral, volume rendering provides more detail about the global
structure and gradual transitions, while iso-surface rendering
highlights relevant features such as correlations and boundary
regions.

We have chosen to represent data using iso-surfaces in our
visualisation software because we are focusing on the visual-
isation of HI data and extended large structures, as explained
below. Based on this approach, the file size of iso-surface mod-
els is generally smaller, as it stores only the surface points rather
than the entire data volume. This reduction in file size helps ad-
dress the challenges associated with Big Data. In our case, the
computation of the iso-surfaces is done as a server operation.
In addition, multiple iso-surfaces can be represented simultane-
ously, allowing the inner structure of the data to be visualised
without visual clutter by simply hiding certain surfaces. Explor-
ing iso-surfaces is often more accessible to non-experts in visu-
alisation because the interaction is more intuitive; for instance,
many volume rendering tools require the definition of transfer
functions, which can be both confusing and time-consuming.
This type of visualisation is also highly valuable for experts

studying extended structures, offering better support for the sci-
entific cases we have selected. It is, therefore, a complementary
visualisation approach to those provided by other tools.

Our visualisation service is designed for any spectral line dat-
acube, although we have focused particularly on HI observa-
tions. Most of the data used for testing involve HCGs, as these
objects are expected to exhibit extended structures (see Sec. 1).

The service has been implemented in a science archive to
enable remote operations and consists of two layers. The pro-
cessing layer transforms datacubes into 3D models, while the
application layer generates web applications to visualise the
models. The exploration described in Sec. 2 led us to select
X3D as the standard for storing the models, along with HTML,
X3DOM, and JS for creating interactive visualisations on the
web. These technologies were chosen because they: 1) allow
sharing and viewing 3D models online without requiring ad-
ditional software installations; 2) are open-source, long-lasting
ISO/IEC standards, ensuring long-term stability and backwards
compatibility; 3) provide great flexibility for implementing in-
teractive features, and 4) have the potential to be scalable for
Big Data. We selected the text-based XML format of X3D for
the models, enabling autonomous model editing and direct im-
plementation in HTML. It should be noted that the X3D model
and the web application are generated dynamically; both pro-
cesses can run independently and in any order, provided that
the X3D objects are properly referenced by the web interface.
This is useful to connect different application layers (in addition
to our web application) to a single processing layer, enabling
the 3D models to be used in multiple ways simultaneously. For
instance, X3D models can be imported into Blender to create
animations.
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Both layers are encapsulated in a Python library called
ViSL3D21 (Visualisation of Spectral Lines in 3D; Labadie-
Garcı́a et al., 2024), which is imported into DaCHS to oper-
ate on archive data. The visualisation service is defined within
the DaCHS resource descriptor via a service descriptor deliv-
ered by the DataLink service, which is linked to an SIA ser-
vice. The visualisation service has two primary elements that
characterise its functionalities: metaMakers, which define the
input parameters users can enter, and dataFunctions, which de-
fine the operations to be performed. DaCHS includes several
of these elements prepared for SODA services. We have used
some of them for the visualisation service, as they describe the
same parameters.

The parameters defined for the service include the coordinate
ranges of the cube along each axis, the range of pixels along
each axis, the unit used to represent the cube, the values of the
iso-surfaces, the survey from which to obtain a 2D image, and
the resolution of the 3D model, among others. Each parameter
is optional and defaults to a predefined value if not specified by
the user.

4.1. Processing layer - Model generation

Our approach to generating and visualising datacubes builds
upon the X3D-pathway, described in Sec. 2. Using this method,
3D models are created in X3D, a format that is highly interop-
erable and versatile, allowing it to be utilised with various tech-
nologies across multiple fields. It can comprehensively repre-
sent diverse types of 3D data and it supports a wide range of
features, including different shapes, lighting, transformations,
materials, navigation, animations, and more. We have enhanced
the X3D-pathway to improve scalability, integrate it into a sci-
ence archive, and provide more advanced capabilities tailored
to the demands of modern next- generation telescopes.

The X3D-pathway employs the Python library MayaVi to cre-
ate and export 3D models to an X3D file. In this approach, X3D
models represent iso-surfaces as a triangle mesh. The primary
drawback of using MayaVi is that the transformation from FITS
to X3D, performed with VTK, is inefficient, resulting in large
file sizes. The triangle mesh consists of numerous triangular
faces, which MayaVi defines using indices, vertex coordinates,
normal vectors, and colours, all of which share the same shape.
In our case, since the colour remains constant for each trian-
gle in a surface, this information can be omitted without any
loss of detail. By excluding this redundant data, the file size
is reduced by an average of 25%. This percentage depends on
the geometry of the data and on additional information of the
model (labels, number of iso-surfaces...), although the variation
is negligible.

The same applies to normal vectors; their calculation for sim-
ple models is not computationally expensive to perform on the
fly and they can also be removed to obtain files %25 lighter.
Moreover, all numerical values included in the file (including
many integers) are formatted in scientific notation with 17 dec-
imal places. Given that the number of numerical values in the

21https://github.com/ixakalabadie/ViSL3D

Figure 5: Flow diagram of the visualisation generation process. Input parame-
ters default to the cube’s predefined values if not specified by the user. prep one,
createX3D, and createHTML are functions of ViSL3D; the first is used to pre-
process the data, while the latter two create the HTML and X3D files, respec-
tively. Some optional elements are connected and cannot be used in the HTML
without their equivalent in the X3D model.

files normally exceeds 106, changing the precision and how the
values are represented can save a substantial amount of storage
space, up to 50% if the model includes normals and colours. By
applying all these optimisations, the efficiency of the transfor-
mation process is significantly improved, resulting in X3D files
approximately %80 smaller than the originals.

Another issue is that models created with MayaVi require sig-
nificant modifications to be rendered properly on a web page
and to include interactive options. For instance, the lighting is
often inadequate, and objects lack IDs, which must be added or
corrected manually outside the MayaVi environment. Addition-
ally, the HTML file required to display the X3D model must be
created independently and customised for each model. These
limitations, combined with the requirement to generate visuali-
sations for a science archive in an automated manner, prompted
us to develop a Python library capable of producing X3D mod-
els and their corresponding HTML files, bypassing the need of
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MayaVi or other tools. Furthermore, we have incorporated nu-
merous features not available in the X3D-pathway, enhancing
both the interactivity and utility of the visualisations (see Sec.
4.2).

The workflow to create visualisations through the DaCHS
service with ViSL3D is presented in Figure 5. It shows that
the library comprises two primary functions: createX3D, which
generates the X3D model, and createHTML, which creates the
corresponding web application (see Sec. 4.2). These functions
require data and coordinates in a specific format, as well as pa-
rameters provided through the service. This can be done with
the following functions: prep one (as in Fig. 5), which is used
to create visualisations of a single spectral line and is the one
implemented in DaCHS; prep mult designed for multiple spec-
tral lines; and prep overlay to overlay multiple spectral lines.
There are optional features available for both the X3D model
and the web application, some of them connected to each other.

3D models are created using the class createX3D, which in-
cludes methods to construct various X3D elements. The most
critical elements of a model are the iso-surfaces, which are
generated using the marching cubes algorithm (Lewiner et al.,
2003), implemented in scikit-image. This algorithm generates
a triangular mesh from 3D volumetric data for specified iso-
values, returning the coordinates of vertices, reference indices
for these vertices, the normal vector for each face, and the max-
imum data value near each vertex. The vertices and their refer-
ence indices are written into the X3D element IndexedFaceSet
to create the iso-surfaces. Each surface is contained within a
separate X3D element. If the anticipated size of the model ex-
ceeds a predefined limit, the cube is divided into two or more
subcubes, and iso-surfaces are calculated for each; this process
is further detailed in Sec. 5. Additionally, the library includes
an option to combine two different datacubes and superimpose
them, which is particularly useful for visualising different spec-
tral lines.

Iso-surfaces are the only required element in the model; how-
ever, we have enhanced its capabilities and flexibility by incor-
porating additional elements. For instance, an outline, grids,
and labels, can be added to facilitate the localisation of data
within the coordinate space. Additionally, there is an option to
include markers for galaxies retrieved from catalogue queries
using Astroquery. This can be achieved either by providing
the names of galaxies of interest or by performing a general
query within the cube’s coordinates. A 2D image, also accessed
via Astroquery, can be included in the background to enable a
multi-wavelength analysis of the data. The survey from which
the image is obtained is specified as an input parameter in the
visualisation service. It should be noted that this last feature
could significantly increase the size of the X3D model, depend-
ing on the image’s field of view.

Custom parameters of the visualisation service are essential
for ensuring scalability to Big Data. Specifying coordinates
to create cutouts of the image prior to model generation and
defining a resolution for the calculation of iso-surfaces using
the marching cubes algorithm can significantly impact the size
of the resulting model. This topic is further discussed in Sec. 5.

4.2. Application layer
X3D models are highly interoperable, meaning they can

be opened with a variety of software, including desktop and
web applications. However, web browsers offer greater poten-
tial for achieving both high accessibility and high interactiv-
ity. Our X3D models are integrated into HTML files to create
interactive 3D visualisations. This integration is particularly
straightforward when using X3DOM, an open-source frame-
work for embedding 3D scenes into HTML via a JS library
and a CSS stylesheet. X3DOM utilises the Document Object
Model (DOM) interface to make 3D visualisations interactive
while supporting standard HTML elements on 3D objects. By
default, X3DOM enables users to rotate, zoom, and pan the
3D model, as well as set the centre of rotation. Additionally,
it allows for the creation of custom functionalities that directly
transform the X3D model through the web application.

When using X3DOM, models stored as external files must
be accessed through a server, such as Apache22. This require-
ment poses no issue for a web service in a scientific archive,
as servers are the standard operational method in such environ-
ments. To enhance usability, we have implemented an option to
embed the X3D model directly into the HTML using createVis,
enabling local use without the need for a server. However, this
approach is less interoperable than maintaining the model in a
separate file.

The web application is built with the class createHTML (Fig-
ure 5) and includes links to X3DOM and other scripts (LaTeX-
MathML, jQuery and js-colormaps). In this case, all JS func-
tions are optional, having the possibility to display just the X3D
model with X3DOM. However, the true strength of the appli-
cation lies in its enhanced interactive features. A summary of
these functionalities is presented in Table 2.

An example of the web interface is shown in Figure 6,
which highlights tidal tails, bridges and clumps of disturbed
gas. These interactive visualisations can be included in web
pages and accessed via web browsers23. This particular model
represents the atomic gas in HCG 16 as observed by MeerKAT.
It contains eight iso-surfaces, of which five are hidden to pro-
vide a clearer view. A blue tube has been added to indicate a
tidal tail, and a 2D optical image from DSS2 Blue covering the
same field of view is superimposed. Additionally, the positions
of several known galaxies are marked.

5. Discussion

One of the primary challenges posed by the SKAO is man-
aging the vast data volume it will generate, requiring scalable
analysis techniques and visualisation software. The strategy of
our visualisation service to address this challenge involves per-
forming data operations remotely on a server and transferring
the processed 3D models to the user. We are using the espSRC
scientific platform during the SRCNet developing phase as a
laboratory for this research as it will facilitate the exploration

22https://httpd.apache.org/
23https://amiga.iaa.csic.es/x3d-menu/

11

https://httpd.apache.org/
https://amiga.iaa.csic.es/x3d-menu/


Table 2: Objects and interactive options of ViSL3D

Information Interactive options

Rotate, pan, zoom and change centre of rotation of the whole model

Show an animation of the 3D model rotating along one axis

* Multiple spectral lines in the same visualisation (only for models created in Python)

* Make a cutout of the original cube

General

Change background color

Hide/show iso-surfaces

Change the colormap, including limits and scaleIso-surfaces

* Set the resolution of iso-surfaces

Viewpoints Switch among 3 orthografic viewpoints (RA-DEC, Z-DEC, Z-RA)

Choose coordinates as either the difference from the centre of the cube, with respect to earth, or none
Axes

Change the scale of the Z axis

* Display 2D plane, either with a solid colour or an image from the VO

Hide/show plane2D plane

Move the image along the Z axis and display its position

Add spheres and labels at positions of galaxies from a catalogue

Hide/show spheres and labelsGalaxies

Change sphere and label size

Markers Add markers (spheres, tubes, boxes, cones) and their labels
* indicates that this option is only available at the time of creating the X3D model, not in the web application.

of how to extend this service to a federated platform such as the
SRCNet, once it is operational.

Remote processing enables the use of computational re-
sources from a cloud infrastructure, supporting operations on
Big Data. However, users are still required to load and render
the 3D models locally, a task that can be highly demanding for
heavy models, particularly in terms of Random-Access Mem-
ory (RAM). The following subsections examine the scalability
of the service, the size of 3D models, their impact on RAM, and
the level of interactivity provided.

We have tested the software with a sample of 37 datacubes
from the VLA (Jones et al., 2023) and six from MeerKAT (pre-
sented in an accompanying paper) to study the relationship be-
tween datacubes, the resulting X3D models, and their memory
consumption during visualisation. All datacubes are observa-
tions of HI emission in HCGs.

From this data, we generated X3D models with varying reso-
lutions, adhering to common requirements for scientific analy-
sis, e.g., between one and ten iso-surfaces, most of them higher
but close to S/N = 3. Other types of data, such as IFU data,
have also been tested with successful results; however, this dis-
cussion focuses exclusively on radio data.

5.1. Model size
Figure 7 compares the sizes of X3D models at various reso-

lutions to their corresponding FITS datacubes. The sizes of the
FITS files are grouped into three categories, as data acquired

using the same observing mode tends to be of similar size, de-
spite differing content. Consequently, the Pearson’s correlation
coefficient (ρ) reveals only a moderate correlation (ρ < 0.65).

Most X3D models are smaller than their corresponding FITS
files, even at full resolution. Exceptions occur when iso-
surfaces are generated with very low signal-to-noise ratios
(S/N < 3). Low-resolution models are significantly smaller
than full-resolution ones, with differences reaching up to two
orders of magnitude in some cases. The resolution is deter-
mined by the step size of the marching cubes algorithm; for
example, a step size of 1 corresponds to full resolution, while
higher step sizes produce lower-resolution models. This rela-
tionship is illustrated in Figure 8, which shows the ratios of
model sizes at different resolutions. Increasing the step size
from 1 to 2 results in files 6.5 times lighter on average while
changing it from 1 to 5 reduces the size of the models 75 times.
The plot also shows that there is more uncertainty when the
difference in resolution is larger. While using low resolution
results in a significant loss of information, it is highly effective
for generating preliminary visualisations of large datacubes, en-
abling the identification of interesting regions for further exam-
ination at higher resolutions.

Although the sizes of FITS datacubes and X3D models are
correlated, as shown in Figure 7, the correlation is stronger
when comparing model sizes to cube contents. This is because
our software generates iso-surfaces rather than visualising the
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Figure 6: Web application rendering of a 3D model of HI gas in HCG16 observed by MeerKAT. Three out of eight iso-surfaces are displayed along an optical
image from DSS2 Blue. Markers for galaxies are shown at positions obtained from a catalogue as well as a tube highlighting a tidal tail. This visualisation has been
made online accessing the 3D visualisation service through the DaCHS archive.

Figure 7: Size of X3D models with respect to the size of FITS files for different
resolutions Rn with n the step size. The Pearson’s correlation coefficient ρ is
shown for each resolution, being ρR1 = 0.64 for full resolution models and
≈ 0.36 for the rest.

Figure 8: Ratio between the sizes of X3D models of different resolution, e.g.,
R̄1/3 is the ratio between the size of models with full resolution and models with
step size equal to 3. The mean and standard deviation of each ratio have been
determined.
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Figure 9: Size of X3D models with respect to the number of voxels higher than
the value of the lowest iso-surface V , for different resolutions Rn with n the step
size. The Pearson’s correlation coefficient ρ is shown for each resolution, being
ρR1 = 0.8 for full resolution models and ≈ 0.54 for the rest.

entire datacube. The number of voxels above the lowest iso-
surface value is represented against the size of the models in
Figure 9. It should be noted that this plot includes models
with different number of surfaces, therefore, some scatter is ex-
pected. Nonetheless, ρ is higher in this case compared to Figure
7 for each resolution, although full resolution data still exhibits
the strongest correlation. The reason could be that at lower res-
olutions the marching cubes algorithm skips a different amount
of data in each cube because of the randomness of noise. The
trend in the figure is not exactly linear because there is a mini-
mum size X3D models can have. Specially at low resolutions,
Figure 9 shows that the functions turn flat towards a low number
of voxels. The percentage of voxels with S/N = 3 is 0.2±0.1%
with a maximum value of 0.6%. Some cubes in the sample ex-
hibit higher percentages but were excluded due to the presence
of artefacts. These findings indicate that most of the volume
in the datacubes is either empty or contains only noise; sug-
gesting that selecting specific regions of interest within a larger
cube can significantly reduce the size of visualisations without
any loss of meaningful information.

5.2. RAM usage

Remote operations can alleviate the problem of transform-
ing very large datasets into 3D models. Even so, with our vi-
sualisation service, rendering is performed by the client. This
could be a limitation since rendering large 3D objects is highly
memory intensive, and standard computers have a limited pro-
cessing capacity compared to dedicated computing facilities.
In our web application, X3D models are loaded and rendered
using X3DOM, which uses Graphics Processing Unit (GPU)
resources when available. We have measured the memory
usage of various X3D models during rendering in the appli-
cation. Figure 10 illustrates the usage of resident set size
(RSS) RAM, heap memory allocation (HEAP), and GPU video

Figure 10: RSS RAM, HEAP memory and GPU VRAM usage of X3D mod-
els rendered in the web against the size of those models. All measurements
increase with the size of the models as expected. The increase in RSS becomes
slower for larger models. Heavier models ( ≳ 400 MB) have been omitted be-
cause they consume ≈ 5000MB of RSS RAM and result in an Out of Memory
error.

VRAM (VRAM) as a function of the size of the X3D models24.
RSS represents the total memory of the process except VRAM
and swap, but including child processes created by the browser,
HEAP, libraries, rendering engine overhead, cache, etc. HEAP
is the memory of JS objects and related DOM nodes of the web
page. VRAM is the dedicated memory of the GPU that man-
ages data related to graphics; it is independent to the two previ-
ous measurements.

The figure shows that the used memory is much larger than
the size of the 3D models. HEAP, which is more directly re-
lated to the X3D model, is approximately 8.5 times the size of
the model. This can be attributed to the following factors: (1)
normal vectors and textures are not included in the X3D file
(default of ViSL3D), they would double the size of the model
if included; (2) The browser needs to convert the models to be
applicable in the rendering engine.

The RSS is larger since it includes HEAP and several other
data and processes required for the rendering of the browser.
Even so, the increase in RSS is lessened for large models, likely
because the system begins using swap memory and cache. In
addition, Figure 10 highlights that rendering the models has a
base RSS memory of ∼ 450 MB, indicating that a large part
of the used memory is not related to the model itself. This is
confirmed by measuring the RSS of a blank or another less de-
manding web-page, which use at least 350 MB. This property
is also seen in VRAM, where the base memory is of 1 GB. In
this case, that VRAM could be reserved by X3DOM even if it is
not completely used. However, it is evident that VRAM usage
does not increase as rapidly as RSS or HEAP, suggesting that
the GPU manages the model more efficiently.

The memory usage was analysed as part of the exploration

24Rendering has been done in Google Chrome 122.0.6261.129, using
X3DOM 1.8.0 and a Dell Alienware 15 R2 with 32GB of RAM (DDR4) and
an Intel i9 processor.
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described in Sec. 2, revealing that other web-based visuali-
sation applications were either comparable to X3DOM (e.g.,
VTK, glTF) or less efficient (e.g., Plotly). However, the amount
of RAM required to render X3D models poses a challenge
when dealing with very large datasets, occasionally leading to
browser errors with larger models. The first error (Invalid Ar-
ray Length) occurs due to the maximum size a JS array can
have in web browser. This issue has been mitigated by splitting
iso-surfaces into smaller parts when they exceed the array size
limit, thereby splitting the resulting JS arrays. The second error
(Out of Memory) is triggered when the RSS RAM usage goes
over ≈ 5000MB; for this reason, Figure 10 only shows models
up to ∼ 400 MB. These limitations are consistent across most
common web browsers (Firefox, Chrome, Edge) as of 2024.
However, they are expected to improve in the future, with in-
creases in both the maximum array length and RAM limits.

This issue indicates that additional techniques are required
to reduce the RAM usage and enable the visualisation of large
astronomical datacubes. Some approaches are already imple-
mented in ViSL3D; for instance, a preliminary low-resolution
3D model can be generated to provide an overview of the data,
followed by high-resolution cutouts focused on specific features
of interest. This method is particularly effective when creating
the models on a remote server.

Other technologies that could optimise 3D rendering in web
browsers include hierarchical 3D techniques (similar to HiPS),
culling, binary compression methods (e.g., using .x3dbz or .glb
formats), or algorithms designed to transfer more data into GPU
memory. While the use of these technologies and techniques
is undoubtedly important and relevant, it lies beyond the de-
fined scope of this paper. Future work could explore this area
in greater depth.

5.3. Interactivity

The approach we have developed offers a high degree of in-
teractivity. It enables full customisation of 3D models, allow-
ing users to select the number, values, and colours of the iso-
surfaces. Users can examine the data from multiple perspec-
tives by rotating and zooming the model, as well as hiding or
showing individual iso-surfaces. This flexibility facilitates the
detailed characterisation of extended features within the data.
The software also permits having various spectral lines from
one or more datacubes in a single visualisation, allowing for a
detailed comparison between lines. In addition, the option of
including 2D images and markers at positions of galaxies from
catalogues permits interactions with data from observations at
different wavelengths. Markers can also be attached inside the
model to highlight features in the data. Further interactive op-
tions, described in Table 2, enhance the visualisation experi-
ence. All of these capabilities are accessible without requiring
the installation of specialised software, thanks to the use of web
technologies such as X3DOM and JS.

We have identified several improvements to the software that
could enhance both its efficiency and interactive capabilities.
One significant improvement is to adopt a CARTA-style hierar-
chical schema to provide histograms, spectra and other statistics

from the dataset. Apart from creating the 3D model, this strat-
egy would calculate statistics remotely and transfer them to the
client. Another feature, which has been tested but not yet re-
leased, involves enabling the selection of coordinates by click-
ing directly on the 3D model. This functionality would allow
for more precise determination of the positions of astrophysical
features.

6. Conclusions

Next-generation observatories will produce an unprece-
dented volume of data. The SKAO is expected to generate
approximately 700 PB/year, necessitating robust archiving so-
lutions. This presents a substantial technical challenge across
all stages of the scientific process and requires the SRCNet to
function as a distributed and federated platform, serving as both
data and service provider.

Among the essential services that the SRCNet must offer is
data visualisation, which plays a critical role in the analysis of
scientific data. While various tools are available for visualising
data in 2D, some data products are inherently 3D, necessitating
advanced 3D visualisation techniques. However, current solu-
tions in this domain are not adequately equipped to meet the
requirements of Big Data. We have made an exploratory study
of available software from astronomy and other fields for the vi-
sualisation of 3D data and used selected technologies to create
a novel visualisation service.

We have built a prototype scientific archive within the esp-
SRC that gives access to a visualisation service for 3D radio
data, enabling the remote creation of 3D models and visuali-
sation applications. The archive has been implemented using
DaCHS and adheres to the SIA and Datalink IVOA recommen-
dations to facilitate the discovery and provision of the service.
Since there is no standard for server-side operations giving ac-
cess to applications, similar to what SODA is for data access,
we have presented two alternatives for this purpose: modify-
ing SODA to include access to applications as well as data,
or creating a new standard for discovery and access to sever
side operations and processing, SOPA. We acknowledge that
achieving consensus on this matter is complex; however, scien-
tific platforms such as the SRCNet need a homogeneous way
to describe and give access to operations, which can be defined
using IVOA standards. The standardisation and integration into
the archive enhance the service’s accessibility while enabling
remote server operations increases its scalability.

3D models are stored using the X3D standard and visualised
through a web application powered by X3DOM, ensuring in-
teroperability and a high degree of interactivity. The models
represent iso-surfaces rather than full datacubes, effectively re-
ducing their size while maintaining a faithful representation of
the data. A custom web application is employed to render each
model and enhance interactivity, offering features such as rota-
tion, zooming, and the ability to hide or show individual sur-
faces, among others.

We have analysed the size and RAM usage of models gen-
erated from HI data of HCGs observed with the VLA and
MeerKAT. The analysis indicates that at lower S/N values,
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the size of the models increases, leading to higher RAM us-
age. This requires the use of cutouts and/or a lower resolution
to visualise cubes larger than 400 MB with various layers at
S/N ≈ 3. This limitation does not impact the effectiveness of
visualisations for compact groups, as the most relevant infor-
mation is typically confined to a small region of the datacube.
However, it presents challenges for visualising larger structures
at high resolutions. Further research is needed to explore meth-
ods for reducing memory usage and enhancing the capabilities
of web-based visualisation software. Nevertheless, we consider
this a subject for future investigation.

This work shows that a scientific archive can deliver ad-
vanced visualisation services for radio data, by generating 3D
models remotely on a server, ensuring scalability to meet Big
Data requirements while adhering to IVOA recommendations
and FAIR principles. The proposed service offers enhanced ca-
pabilities for the interactive exploration of 3D data through a
web application.
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Böker, T., Arribas, S., Lützgendorf, N., Alves de Oliveira, C., Beck, T.L., Birk-
mann, S., Bunker, A.J., Charlot, S., de Marchi, G., Ferruit, P., Giardino, G.,
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